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This work develops an 8th order, non-linear thermal model of an automotive proton exchange membrane
(PEM) fuel cell system. Subsystem models are developed from first principals where ever possible and
validated against data from a physical system. The system model is validated against data from an auto-
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motive 120 kW fuel cell system, with good agreement. Next, a reduced order model is constructed from
the full model and the performance of the two models are compared. The reduced order linear model
provided an acceptable representation of the full non-linear model.

© 2010 Elsevier B.V. All rights reserved.
hermal system
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. Introduction

As resources become increasingly scarce, government regula-
ory agencies and the public are demanding non-fossil fuel based
ransportation solutions. Automakers have responded by electrify-
ng vehicles through the use of hybrid technologies, battery-electric
ehicles (BEVs) and fuel cell vehicles. Hybrids, which combine a
raditional internal combustion engine with electric motors and
torage devices, are popular due to the fact that they return better
uel economy than non-hybrids and do not require a special refu-
ling infrastructure. The downside to hybrids is they still use fossil
uels and release CO2. BEVs are emission free, but are hindered by
he limited range of their battery packs. Since they currently suffer
rom long recharge times, BEVs are thought to be a solution only
or intra-city transportation needs. Fuel cells, in contrast, combine
he advantages of both BEVs and hybrids. A fuel cell vehicle does
ot use fossil fuels or release CO2, and can be refueled in the same
anner as traditional internal combustion engines, negating the

ange issues associated with BEVs.
Of the many varieties of fuel cells, the proton exchange mem-

rane (PEM) fuel cell has shown the most promise for automotive
pplications based on their lower operating temperatures and

ast start-up times. However, they are not without challenges. In
ddition to requiring an entirely new hydrogen infrastructure to
acilitate refueling, there are many technical challenges to inte-
rating a fuel cell into an automobile. Along with the high cost of

∗ Corresponding author. Tel.: +1 585 645 8225; fax: +1 585 624 6804.
E-mail addresses: john.p.nolan@gm.com (J. Nolan), jrkeme@rit.edu (J. Kolodziej).
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378-7753/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.jpowsour.2010.02.074
precious metals used as catalyst in the membranes and long-term
operational durability of the fuel cell stack, there are several dif-
ficult control challenges, including thermal management. Precise
thermal control of a PEM fuel cell system (FCS) is critical for several
reasons. If the fuel cell stack internal temperature rises too high,
the membrane can suffer mechanical damage. Elevated tempera-
tures also result in faster catalyst degradation due to high platinum
transport resulting in a loss of active area [1]. Additionally, the
stack temperature has a large influence on the relative humidity in
the system. Humidification of the membrane is critical since pro-
ton conduction is directly proportional to the water content in the
polymer electrolyte [2]. Proton conduction is the basis of a PEM
fuel cell’s operation; without conduction, no power is produced.
However, too much water in the cell can lead to blocking of the
electrolyte pores which results in flooding. Flooding leads to a loss
of reactant flow to the cell, which causes both a decrease in cell per-
formance and the possibility of catalyst degradation. It is therefore
critical that a balance is struck between removing water produced
by the reaction and maintaining proper humidity of the electrolyte.

An additional requirement is to minimize the thermal gradient
between the inlet and outlet of the fuel cell stack. A large temper-
ature gradient across the stack results in a large relative humidity
change between the inlet and outlet, which introduces mechanical
stress into the membrane. In order to facilitate control design, it is
desired to have an accurate system model to use in simulations. This
work develops a thermal system model and validates that model

against actual data from an automotive fuel cell system.

This work attempts to fill a gap in the literature by presenting a
thermal model that is validated against physical system data. There
has been great interest in fuel cells systems over the last decade, and
as a result there is an extensive amount of research available in the

http://www.sciencedirect.com/science/journal/03787753
http://www.elsevier.com/locate/jpowsour
mailto:john.p.nolan@gm.com
mailto:jrkeme@rit.edu
dx.doi.org/10.1016/j.jpowsour.2010.02.074
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Fig. 1. Typical automotive

iterature. For the purpose of this research, the principal interests
re with models of the fuel cell stack itself, thermal system mod-
ling and the control of fuel cell systems. For an overview of fuel
ells relating to automotive applications and the trade-offs associ-
ted with the design of the thermal system, the reader is referred
o Fronk et al. [3]. Several authors have presented the development
f thermal system models, but most lack validation. The cooling
ystem found in this FCS, which uses a bypass valve and a variable
ow coolant pump, has been studied recently for automotive inter-
al combustion (IC) applications. Generally, the goal of this research

s to reduce fuel consumption. Allen and Lasecki [4] present a good
verview of both traditional mechanical and advanced electrome-
hanical coolant systems. They detail both the components of these
dvanced coolant systems and their benefits to the system. They
lso consider the need for this type of electromechanical coolant
ystem in future powertrains, including fuel cells.

Gurski [5] presents a dynamic stack model using a lumped
apacitance assumption and finite difference methods. Gurski
lso uses Kroger’s [6] graphical, steady-state method for the heat
xchanger model used. The main goal of Gurski’s work is to quantify
he impact of low temperature operation and start-up conditions
n efficiency and performance of the FCS. Zhang et al. [7] present
he results of a thermal system model that consists of a fuel
ell stack, coolant pump and heat exchanger but no bypass. The
tack model from this work follows the well-established transient
umped capacitance type, taking into account the heat generated
y the chemical reaction in the stack. The heat exchanger model

s formed similarly, using an energy balance with an accumula-

ion term. It does not specify how the capacitance of the radiator
s determined. The model is validated against data from a fuel cell
ity bus with good agreement.

Ahn and Choe [1] present interesting work which begins by
eveloping a FCS system model. The system mechanization used
ell system mechanization.

is similar to that which is used in this research, however, Ahn
and Choe lack an intercooler, anode heat exchanger and transport
dynamics. They do include a coolant reservoir which is not present
in the current system. The stack model used is the same first order,
non-linear model mentioned in previous works cited [7–9]. Two
controllers are developed and compared in their performance to
maintain the stack inlet and outlet temperature at a fixed value.
Both a traditional PI controller and a state feedback LQR controller
are presented. The full system model is second order, and due to the
non-linearity of the stack model, the model is linearized at the oper-
ating point. Ahn and Choe found improved temperature control and
reduced power consumption of the coolant pump.

This work will present an analysis of the thermal systems of
a 120 kW automotive PEM fuel cell system. Section 2 presents
the development of the full, non-linear system model. Section 3
presents the model validation and Section 4 contains the develop-
ment and validation of the reduced order model.

2. System modeling

A typical FCS for automotive applications is show in Fig. 1 and
consists of three main subsystems [10]. The anode subsystem sup-
plies compressed hydrogen from an onboard storage tank to the
fuel cell stack. A pressure regulator is used to maintain the pres-
sure inside of the stack. The anode heat exchanger helps warm the
incoming hydrogen to the stack operating temperature, since the
temperature is well below the stack operating temperature due to

the adiabatic expansion of the gas through the pressure regulator.
The recycle leg on the anode is used to both humidify the incoming
hydrogen as well as increase the hydrogen utilization of the sys-
tem by recirculating unconsumed hydrogen. Finally, there is a vent
valve used to purge water and waste gas (N2) from the anode.
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The cathode subsystem consists of a compressor to supply air
o the stack. Air then flows through an intercooler to a water vapor
ransfer unit to humidify the inlet air stream using the wet cathode
xhaust stream. The cathode intercooler is needed due to the fact
he temperature of the air exiting the compressor can be up to 50 ◦C
bove the stack operating temperature. There is also a bypass leg
round the humidifier, used for both stack purges and to control
nlet humidity.

The thermal subsystem, which is the focus of this study, regu-
ates the temperature of the stack. The thermal system consists of a
ypass valve to direct flow either to the heat exchanger or through
bypass leg, and a pump which circulates the coolant through the

ystem. Transport dynamics are included between the bypass valve
nd radiator and the radiator and pump to account for the plumb-
ng between these components, which is relatively long and can
dd significant lag to the temperature response. There are three
eat exchangers in the thermal system: the main radiator for dis-
ipating heat to the environment; the cathode intercooler; and the
node heat exchanger. There are three external inputs that affect
he thermal system: the system power request; ambient temper-
ture; and vehicle speed. Based on the power request, the stack
urrent, air flow requirement and hydrogen flow requirement is
etermined. These values affect the heat produced by the stack and
he cooling loads caused by the anode and cathode heat exchang-
rs. The ambient temperature primarily affects the performance of
he radiator. Finally, the vehicle speed significantly determines the
irflow across the radiator which affects its performance. In the fol-
owing sections, dynamic models of each component are developed
nd validated against actual system data.

The stack used throughout this research is a 440-cell stack with
omposite bipolar plates and an active area of 360 cm2. The net
ower of the system is approximately 120 kW. This system is typ-

cal of those found in automotive applications and is based on the
ystem found in General Motor’s (GM) Equinox FC vehicle [11]. The
ata set used for validation was obtained from test cell validation
uns.

.1. Stack model

The fuel cell stack is the main source of heat generation in the
ystem. For this work, a lumped-parameter approach is employed
o model the stack based on a continuously stirred tank reactor
CSTR) model, which results in a non-linear, first order differential
quation [9]. This method is similar to Amphlett’s [8] but uses a
ovel optimization technique to estimate the stack thermal mass
nd coolant volume in one parameter. Performing an energy bal-
nce around the stack:

˙ store = q̇in − q̇out + q̇gen (1)

here

˙ store = d

dt
(�Veff CpTs,o) (2)

˙ in = ṁs,iCpTs,i (3)

˙ out = ṁs,oCpTs,o (4)

here � and Cp is the density and specific heat of the coolant, Ts,o

nd Ts,i are the stack coolant outlet and inlet temperatures. q̇in and
˙ out is the energy carried into and out of the stack by the coolant
nd q̇store is the accumulation term. The coolant outlet temperature,
s,o, is used in Eq. (2) based on the CSRT model assumption that the

emperature within the control volume is well-mixed and uniform.
his assumption allows the use of a simpler model form by neglect-
ng the thermal gradient within the stack. The term Veff in the store
erm is the effective volume, not the actual volume of the coolant
n the stack. In much of the other literature, this storage term is a
Sources 195 (2010) 4743–4752 4745

summation of the mass components, including the bipolar plates
and end units. The estimated volume is found to account for all of
these masses in addition to the coolant volume. This simplifies the
model to a first order equation suitable for model-based control
applications since it reduces all of the accumulation terms down
to a single value. Further, this simplification reduces the state vari-
able to a single, measureable quantity, as opposed to a higher order
model which would require multiple temperature measurements
or estimates of the state variable. This would drive up cost in an
automotive system and is not feasible.

Assuming incompressible flow allows the assumption that the
mass flow in equals the mass flow out. Additionally, it is assumed
that the specific heat of the coolant is constant, which results in Eq.
(5):

d

dt
(�Veff CpTs,o) = ṁsCp(Ts,i − Ts,o) + q̇gen (5)

The generation term, q̇gen, results from inefficiency within the
stack in generating power due to activation overvoltage and ohmic
losses. These losses can be estimated by [2]:

q̇gen = (1.25 − Vavg) × n × Is (6)

where Vavg is the average cell voltage, n is the number of cells in
the stack, Is is the stack current and 1.25 is the maximum open
circuit voltage of the cell without any losses. This is derived from the
Gibb’s free energy of the reversible reaction between the hydrogen
and the air in the cell. However, due to the activation, ohmic and
mass transport losses, the actual voltage in the cell will be less than
the reversible, ideal voltage. That difference manifests itself as heat
generated within the cell. This heat needs to be rejected to keep the
cell at a desired temperature. Combining Eqs. (5) and (6) yields the
first order, non-linear stack model:

d

dt
(�Veff CpTs,o) = ṁsCp(Ts,i − Ts,o) + (1.25 − Vavg) × n × Is (7)

Taking the coolant density and estimated volume to be constant,
Eq. (7) reduces to the final state equation:

Ṫs,o = ṁs

�Veff
(Ts,i − Ts,o) + 1

�Veff Cp
(1.25 − Vavg) × n × Is (8)

To estimate the effective stack volume, an optimization routine
is utilized. Using coolant data from a fuel cell stack, a sweep of
effective volumes was simulated against the actual data and the fit
of the data was evaluated using a mean squared error algorithm.
The effective volume is varied from 1 to 20 l. Fig. 2 illustrates the
result from the optimization. Transient temperature data is used
since the effective volume acts as a thermal capacitance to changes
in temperature.

The vertical axis in Fig. 2 represents the value of the cost func-
tion, J, for that corresponding volume. The minimum value of the
function is at an effective volume of 8.5 l, which is larger than the
actual coolant volume. This is expected since this effective volume
takes into consideration the volume of the coolant along with the
mass of the bipolar plates and end units.

To verify the effective volume, the stack model was simulated
against system data. The fit of the model using the effective volume
is quite good, as shown in Fig. 3 which compares the actual and sim-
ulated stack outlet temperatures. While there is some steady-state

error in the simulated temperature, the transient sections of the
data match very well. Since the transient response is the focus of
the model, the small steady-state error can be accepted. The nor-
malized Root Mean Squared Error, RMSEn, is used to evaluate the
model fit, with 0 indicating a perfect fit.
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Fig. 2. Volume optimization results.

.2. Bypass valve

The bypass valve is used to control the flow of coolant between
he heat exchanger and the bypass leg. Since the response of the
alve is much faster than the temperature dynamics of the sys-
em, the dynamic response of the valve is ignored and the valve is
onsidered ideal. The flow through the valve is treated as a linear
unction of the valve command, with a 0% command, k, indicat-
ng all flow goes to the radiator and a 100% command indicating all
ow is through the bypass. Eqs. (9) and (10) model the coolant flow
istribution:

˙ bp = ṁs

(
k

100

)
(9)

˙ r = ṁs

(
1 − k

100

)
(10)
here ṁbp is the flow through the bypass leg and ṁr is the flow
hrough the radiator.

Fig. 3. Simulated and actual stack coolant outlet temperature.
Sources 195 (2010) 4743–4752

2.3. Radiator

The radiator used in this system is a standard automotive style
heat exchanger. The main function of the radiator is to dissipate
waste heat to the environment. The model for the radiator is a sec-
ond order, lumped capacitance model with experimentally derived
factors. The model consists of two parts. The first part describes the
heat transfer between the radiator itself and the environment as a
function of ambient temperature, air mass flow, coolant flow and
coolant inlet temperature using an experimentally derived QITD
look-up table. This table estimates the heat transfer, q, based on the
inlet temperature difference between the coolant and the ambient
air. The data for this table was obtained from experiential mea-
surements of the GM fuel cell system. The second part is a lumped
capacitance model which describes the heat transfer between the
coolant and the radiator. Using an energy balance around the radi-
ator and adding an accumulation term:

q̇store = q̇in − q̇out + q̇Thermal (11)

with

q̇store = d

dt
(�VcpTr,o) (12)

q̇in = ṁr,icpTr,i (13)

q̇out = ṁr,ocpTr,o (14)

where q̇in and q̇out is the energy carried into and out of the radiator
by the coolant and q̇store is the accumulation term. The q̇Thermal term
describes the heat transfer between the coolant and the thermal
mass of the radiator.

q̇Thermal = G(Tr,w − Tr,o) (15)

The coefficient G represents the thermal conductance of the
radiator and is determined experimentally from test data. Com-
bining Eq. (11) through Eq. (15) and assuming that the specific heat
is constant yields:

d

dt
(�VcpTr,o) = ṁrcp(Tr,i − Tr,o) + G(Tr,w − Tr,o) (16)

Defining the heat capacity as C = �Vcp and taking that term to be
a constant further simplifies Eq. (16) to be:

Ṫr,o = ṁrcp

C
(Tr,i − Tr,o) + G

C
(Tr,w − Tr,o) (17)

Eq. (17) is the final dynamic equation for the coolant outlet tem-
perature of the radiator. The second equation represents the heat
capacity of the thermal mass of the radiator. It is a function of
the heat transfer between the coolant and the environment and
the heat transfer between the coolant and the radiator. Taking an
energy balance around the radiator:

q̇store = q̇in − q̇out (18)

with

q̇store = d

dt
(�VcpTr,w) (19)

q̇in = G(Tr,o − Tr,w) (20)

q̇out = fQITD(Tamb − Tr,i) (21)

Here q̇in is the heat transfer from the coolant to the radiator and q̇out

is the heat transfer to the environment from the experimentally
derived QITD table. Combining Eq. (18) through Eq. (21) and taking
C as defined above results in:
Ṫr,w = G

C
(Tr,o − Tr,w) + 1

C
fQITD(Tr,i − Tamb) (22)

Taken together, Eqs. (17) and (22) describe the dynamics of the
radiator.
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.4. Transport delays

Due to the length of plumbing between the stack, the bypass
alve and the pump to the heat exchanger, it is necessary to include
ome transport dynamics in the system model to account for the
elay in the temperature response. Neglecting any heat loss in the
lumbing and only considering the lag of the temperature, a pure
ime delay can be used. The delay is a function of the plumbing
ength and the flow of the coolant.

= V

v
(23)

here � is the delay, V is the volume of the plumbing and v is the
olumetric flow rate of the coolant. Using a 1/1 Pade approximation
llows the delay to be modeled in transfer function form as [12]:

(s) = 1 − (�/2)S
1 + (�/2)S

(24)

For this work, there are two transport delay terms; one for the
lumbing from the bypass valve to the radiator and the second from
he radiator back to the fluid mixer. It is important to include these
elays in the system model because they will have a significant

mpact on the controller performance, since the delay is not con-
tant. From measurements from the physical system, the plumbing
eading to the radiator has an approximate volume of 0.5 l. The pip-
ng leading from the radiator has an approximate volume of 0.6 l.
sing the expected flow range of 20–196 l m−1, the transport delays
an vary between 0.2 and 2 s.

.5. Fluid mixer

The fluid mixer is the connector where the bypass leg and the
eat exchanger leg join together before going to the pump. Physi-
ally, the mixer is nothing more than a T junction, but dynamically
t is where the two fluid streams join and mix. To model this com-
onent, a zero capacitance energy balance is performed:

˙ out = q̇bp,s + q̇bp,r (25)

˙ out = ṁscpTm,o (26)

˙ bp,s = ṁbpcpTs,o (27)

˙ bp,r = ṁrcpTr,o (28)

Assuming constant specific heat and solving for the mixed
tream outlet temperature, Eqs. (25)–(28) can be simplified:

m,o = ṁbpTs,o + ṁrTr,o

ṁbp + ṁr
(29)

q. (29) represents the outlet temperature of the fluid mixer in
erms of the temperature and flow of each incoming coolant stream.

.6. Coolant pump

The coolant pump provides flow in the system. A normal pump
odel would yield the coolant flow rate as a function of the pres-

ure difference across the pump based on the pump’s characteristic
urve. However, in this analysis, the pressure drops through the sys-
em are not modeled to reduce complexity, so a different approach
s taken. Two critical parameters of interest in the pump model are
he time rate of change of flow to changes in the pump set point and
he flow rate of the pump for various set points. Using an empiri-

al modeling approach and step response data of the pump, a first
rder plus dead time characteristic response is observed.

pump = Flow

Speed
= Ke�s

�s + 1
(30)
Sources 195 (2010) 4743–4752 4747

where K is the gain, � is the time delay and � is the pump time con-
stant. These parameters can be estimated from pump step change
response data. From empirical data, an estimated time constant, �,
of 1.35 s is found. Additionally, the gain K was found to be 1.96, with
the dead time easily determined from inspection and found to be
approximately 2.0 s.

Admittedly, this method has some drawbacks, namely, it relies
on system data to develop the model, so it is not useful for evalu-
ating changes to the system’s hardware. Moreover, the flow rate
is only an approximation based on data, so fluctuations in sys-
tem pressure that effect the coolant flow will not be captured.
However, for the purpose of this research, these are acceptable
trade-offs. Since the goal is to develop a model for this specific
system, as long as the model can accurately represent the flow
dynamics of the pump in response to changes in set points, then it
serves its purpose. Comparing the model to empirical data results
in an RMSEn of 0.1067, indicating excellent agreement between
the model and data. Furthermore, the simplifications that these
assumptions allow further validate the reasoning for choosing the
modeling approach. To capture the pressure dynamics for each
component in the system would add an additional state to each
component model, almost doubling the model order. Since the
essential behavior of the system can be accurately represented
using this modeling approach, this simplification is justified.

2.7. Cathode intercooler

In the cathode subsystem, air is compressed and fed into the fuel
cell using a compressor, which can cause a significant temperature
rise in the air. To bring the temperature of the incoming air to the
stack operating condition (80 ◦C), the air passes through an air-to-
water intercooler which uses the coolant on the water side. The
effect on the coolant is a function of the air flow, which results
from the power request of the system. The cathode flow required
for the stack can be determined by the oxygen consumption [2]:

ṁO2 = Isn

4F
(31)

where Is is the stack current, n is the number of cells and F is Fara-
day’s constant. This equation gives the mass flow requirement in
moles per second. Using the molar mass of oxygen, the equation
can be represented in kg s−1 as:

ṁO2 = 8.29 × 10−8Isn (32)

Since the oxygen is delivered as air, it needs to be converted to
an air basis. Assuming the oxygen content of air is 21%, Eq. (32) is
converted to the air mass flow rate:

ṁa = 3.57 × 10−7�Isn (33)

where the stoichiometric ratio, �, is included. For a ratio of � = 1,
the exact amount of oxygen needed for the reaction is supplied to
the stack, with no oxygen in the outlet stream. This is not practical
because localized starvation can occur, which damages the mem-
brane. More often, a ratio of 2 or higher is used [2]. The temperature
rise due to the compressor can be computed from [13]:

Tair,o = Tamb + Tamb

�cp
(P(�−1)/�

r − 1) (34)

where � is the specific heat ratio (1.4 for air), �cp is the compressor
efficiency, and Pr is the pressure ratio for the given mass flow. Using
the compressor map supplied by the manufacturer, look-up tables

for efficiency and pressure ratio can be constructed versus mass
flow. From this data, Fig. 4 shows the relationship between the stack
current and outlet temperature for values of lambda from � = 1 to
� = 4, assuming an ambient temperature of 25 ◦C. The unusual shape
of the response is a function of the changing compressor efficiency
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ig. 4. Compressor outlet temperatures as a function of load for different lambda
alues.

t different flow rates and pressure ratios. As shown in the figure,
t low loads the intercooler must supply heat to the incoming air to
ring it up to stack operating temperature, and at high loads heat
ust be removed to bring the incoming air down to approximately

0 ◦C.
The temperature dynamics of the heat exchanger are modeled in

similar fashion to the stack thermal model. Performing an energy
alance around the heat exchanger and assuming the specific heat
f the coolant is constant results in:

d

dt
(�VcpTc,o)) = ṁscp(Tm,o − Tc,o) + q̇c (35)

The generation term, q̇c , represents the heat transfer from the
ncoming air to the coolant. From the compressor outlet temper-
ture and the coolant inlet temperature, the amount of energy
ransfer to the coolant can be estimated [14]:

˙ c = εṁacp,air(Tair,o − Tm,o) (36)

here ε is the effectiveness of the heat exchanger. From an analysis
f the heat exchanger provided by the manufacturer, the effec-
iveness can be reasonably approximated as 0.88 for all operating
onditions. Combining Eqs. (35) and (36) and assuming the coolant
olume and density to be constant yields the first order, non-linear
eat exchanger model:

˙ c,o = ṁs

�V
(Tm,o − Tc,o) + ṁacp,air

�Vcp
(Tair,o − Tm,o) (37)

Fig. 5 shows the simulated heat exchanger coolant outlet tem-
erature compared to the actual outlet temperature. From the
gure it is clear there is good agreement between the simulated
nd actual temperatures, with an RMSEn value of 1.7695.

.8. Anode heat exchanger

The onboard fuel storage system contains gaseous hydrogen in
tank and controls the flow of hydrogen into the stack using a reg-
lating control valve. Due to the high pressure of the gas in the tank
nd the expansion it undergoes as it passes through the valve, the
emperature of the incoming gas is very low. Injecting cold hydro-

en has a negative impact on the stack performance by significantly
hanging the relative humidity of the membranes near the anode
nlet, so it is necessary to preheat the hydrogen before it enters the
tack. To accomplish this, an air-to-water heat exchanger is selected
hich uses the coolant to warm the hydrogen. This heat exchanger
Fig. 5. Cathode heat exchanger outlet temperature model comparison.

is a shell and tube type, with the coolant as the shell fluid and the
hydrogen as the tube fluid. At high power, the flow of hydrogen is
significant and can cause an additional disturbance to the coolant
control. At low power, the flow of hydrogen is small, and this heat
exchanger does not affect the coolant temperature significantly. A
simplified modeling scheme is used for the anode heat exchanger
as compared to the coolant radiator. Here a static effectiveness-
NTU model is used, where NTU stands for number of transfer unit
and is a dimensionless parameter commonly used in heat transfer
analysis. This model was selected due to the heat exchanger being
much smaller than the coolant radiator and thus is only a small
disturbance on the coolant system. The heat transfer in the heat
exchanger is given by [14]:

q̇ = εCmin(Tc,o − TH2,i) (38)

with

Cmin = cp,H2 ṁH2 (39)

where ε is the efficiency of the heat exchanger and is estimated
from [14] to be 0.85 for a shell and tube heat exchanger with two
tube passes, which closely approximates the anode heat exchanger.
Using a lumped-parameter assumption, the heat transfer from the
coolant is given by:

q̇ = ṁscp(Tc,o − Ta,o) (40)

Equating Eqs. (38) and (40), and solving for the anode heat
exchanger coolant outlet temperature yields:

Ta,o = Tc,o − εcp,H2 ṁH2

cpṁs
(Tc,o − TH2,in) (41)

The hydrogen mass flow rate can be calculated by the consump-
tion rate based on the stack load [2]. The hydrogen consumption for
a single cell is:

ṁH2 = Is
2F

(42)

Multiplying by the number of cells in the stack and converting
from mol s−1 to kg s−1 yields:
ṁH2 = 1.05 × 10−8Isn (43)

Taking this result and assuming the hydrogen inlet tempera-
ture is equal to the ambient temperature and letting ˛ = 1.05 × 10−8
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Fig. 7. Validation test actual actuator commands.

Fig. 8. Validation test stack outlet temperature, measured versus modeled.
Fig. 6. Validation polarization curve load profile.

educed Eq. (43) to:

a,o = Tc,o − εCp,H2 ˛Isn

cpṁs
(Tc,o − Tamb) (44)

.9. System equations and assumptions

The final equations used to simulate the FCS are listed above
s Eqs. (8), (17), (22), (29), (30), (37) and (44). Several assump-
ions are made in developing these models. First, it is assumed
hat there is no heat loss or gain to the environment from pip-
ng. Second, any place where transport delays were neglected, it
s assumed that the coolant volume between the components is
mall and the dynamics can be neglected. It is assumed that there
s no temperature change in the coolant across the pump. Also,
s stated before, pressure drops across components are neglected.
his assumption limits this models ability to be used to evaluate
omponent changes, but since this work is interested in model-
ng a specific system, this is an acceptable trade-off in light of the
educed model complexity.

. Model validation

For the system model to have value for simulation and control
esign use it must be validated. System data taken from a polar-

zation curve is used to validate the non-linear model developed in
ection 2. A polarization curve is a common test used to measure
fuel cell’s performance. The test consists of a series of fixed load
oints representative of the operating range the system expects to
ee. The model developed for this work is validated against data
rom the automotive FCS described in Section 2. Fig. 6 shows the
oad profile of the polarization curve used to validate the model
nd Fig. 7 shows the commanded set points for the bypass valve
nd coolant pump from the physical system. Figs. 8 and 9 show
he stack outlet temperature and temperature differential, respec-
ively, for both the physical system and the model, with Fig. 10
howing the error.

The model shows good agreement for both Ts,o and 	T. The nor-
alize RMSEn is 1.0658 for the coolant 	T, which is extremely good
ince a value of zero would indicate a perfect fit. The RMSEn for the
oolant temperature is 4.7385, which also indicates a very good fit.
s Fig. 10 shows, the differential error is within ±1◦ over the entire

est. The outlet temperature error shows slightly more error, espe-
ially at some of the transients. Closer inspection reveals the model

Fig. 9. Validation test stack coolant 	T, measured versus modeled.
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These results also highlight one of the difficulties in controlling this
Fig. 10. Model validation error.

s more sensitive to changes in the bypass set point than the actual
ystem, which exhibits more dampening. This can be explained by
he modeling assumptions used. Since pressure drops through the
ystem are neglected, simplifications are made to the coolant pump
nd flow models. This results in the coolant flow changing instanta-
eously through each component, which is not realistic. This could
e improved by adding lag to the flow in each modeled component;
owever the error does not degrade the model’s performance to
arrant the change, since the magnitude and shape of the transient

esponse does show good agreement.
Fig. 11 shows a close-up of a transient for the coolant outlet

emperature. This figure shows the good agreement between the
odel and the actual system in terms of the transient response.
verall, the model provides a very good representation of the phys-

cal system, both in terms of steady-state magnitude, and more
mportantly, in transient response characteristics.

Along with the validation of the model outputs versus system

ata, the frequency response function (FRF) is generated for the
ystem. The FRF is useful to evaluate the model, and the system
esponse to varying input signals. Additionally, the FRF can be used
n some frequency design controller methods. This analysis is con-
ucted around three different load cases; 0.2, 0.6 and 1.2 A cm−2.

Fig. 11. Model validation temperature response.
Fig. 12. Model frequency response magnitude at 0.2 A cm−2.

These load cases are selected since they are good representations of
a FCS at low, mid and high power. Figs. 12–14 show the magnitude
response for the FRF at each load case.

An analysis of these plots yield important information about
the system. For the two higher load cases, the largest static gain is
between the bypass valve and the stack outlet temperature (Pair
1), followed by the pump and the stack outlet temperature (Pair
2), the pump and the temperature differential (Pair 4) and finally
the bypass valve and the stack temperature differential (Pair 3).
Pairs 1, 2 and 4 all exhibit a first order response with a roll-off
starting around 200 Hz. The fourth pairing’s response is more inter-
esting, with a magnitude response similar to a non-minimum phase
system. All three plots show similar forms, but with varying low
frequency magnitudes. Pairs 3 and 4, which relate to the stack tem-
perature differential, both show some fluctuation in their responses
in the 8–60 Hz range, especially in the 0.6 and 1.2 A cm−2 load cases.
system. The stack coolant outlet temperature has higher gain from
either of the actuators than does the coolant 	T. This indicates both
actuators have a stronger effect on the outlet temperature than
on the coolant 	T. The strong coupling between actuator effort

Fig. 13. Model frequency response magnitude at 0.6 A cm−2.
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Fig. 15. Stack coolant outlet temperature comparison.

Fig. 16. Stack coolant 	T comparison.
Fig. 14. Model frequency response magnitude at 1.2 A cm−2.

nd outlet temperature means any attempt to regulate the 	T will
esult in a change in the outlet temperature.

. Reduced order model

The full non-linear model is an accurate representation the
hysical system. However, the higher order nature of the model
akes it difficult to linearize and use for control design requiring

ull-state feedback. As such, it is desired to develop a reduced order
odel. Additionally, it is desirable if the model’s states are all phys-

cally realizable. The components that contribute the most to the
ynamic response of the thermal system are the stack and the radi-
tor. These two components contain three states; the stack coolant
utlet temperature, the radiator coolant outlet temperature and the
adiator wall temperature. These two components, along with the
ypass valve and fluid mixer form the basis of the reduced order
odel. The pump dynamics are neglected for this model, with a

xed gain being used to convert the pump set point into a flow
alue. This model is desirable since it has only three states, two
f which are easily measured. The third state, the radiator wall
emperature can be estimated from other available measurements.

To test the reduced order model, a simulation was run to com-
are the reduced order model against the full non-linear model
sing the polarization curve shown in Fig. 8. The results of the sim-
lation are found below in Figs. 15–17. As Fig. 16 shows, the stack
oolant 	T agreement is almost exact between the two models,
ith an RMSEn of 0.0377, indicating a high degree of fit. The coolant

utlet temperature of the reduced order model has an RMSEn of
.2216, due to a 0.5–1 ◦C offset over most of the simulation, as
hown in Fig. 15. This is due to the reduced order model neglecting
he anode and cathode heat exchangers. Both of these components
ffect the coolant temperature, where the cathode intercooler has
larger impact on the coolant, tending to raise the temperature
hich accounts for the negative offset of the reduced order model.

. Conclusions and further work

This work has attempted to fill a gap in the published literature

f a higher order model of an automotive, PEM fuel cell thermal
ystem. Section 2 presented the development and validation of this
odel. Each subsystem was modeled using first principal models
here ever possible and validated using data from a physical sys-

em. A high order, non-linear model was developed and compared
Fig. 17. Reduced order model error.
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o physical system data. This model was shown to have very good
greement with the physical system, especially the stack coolant
emperature delta. The frequency analysis of the full model was also
onducted to gain a better understanding of the system’s character-
stics. Next, a reduced, 3rd-order non-linear model was developed
nd compared to the full, non-linear model. This reduced order
odel was found to have very good transient agreement.
This work is the first of two parts. Whereas this work is

oncerned with the modeling of the system, the follow-up devel-
ps a full-state feedback controller to demonstrate performance
mprovements possible using an advanced control strategy.
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